Classification of Health Webpages as Expert and Non Expert with a Reduced Set of Cross-language Features
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Abstract

Making the distinction between expert and non expert health documents can help users to select the information which is more suitable for them, according to whether they are familiar or not with medical terminology. This issue is particularly important for the information retrieval area. In our work we address this purpose through stylistic corpus analysis and the application of machine learning algorithms. Our hypothesis is that this distinction can be performed on the basis of a small number of features and that such features can be language and domain independent. The used features were acquired in source corpus (Russian language, diabetes topic) and then tested on target (French language, pneumology topic) and source corpora. These cross-language features show 90% precision and 93% recall with non expert documents in source language; and 85% precision and 74% recall with expert documents in target language.

Introduction

When searching the Web, eight out of ten users look for online health information.1 The information found presents different technical levels: documents can be more or less difficult to understand to non expert medical users depending on topics presented and terms and words used. The existence of this technical heterogeneity is not transparent. Yet it should be clearly indicated, especially for the non expert users, as this situation can have direct impact on users’ healthcare or communication with medical professionals.2,3 For this reason, search engines should propose solutions for the distinction of document types according to whether they are written for medical experts or non expert users. Notice that medical portals like HON (www.hon.ch), CISMeF (www.chu-rouen.fr/cismanef), or general search engine Google Coop for health (www.google.com/coop), propose this distinction but it is based on the manual categorisation of webpages and websites.

Among existing automatic approaches, let’s quote: (1) linguistically founded formulae (i.e., Flesch,4 Fog,5 Lix6), which rely on criteria like average length of words and sentences; (2) combination of these formu-

lae with specialised medical terminologies7 in order to take into account the medical dimension; (3) application of the text categorisation algorithms to various features: manually weighted MeSH terms,8 n-grams of characters,9 combination of linguistic features, word difficulty and unigrams,10 documents’ vocabulary.11 These experiments show interesting results but the length of linguistic units is not systematically correlated with their difficulty, and deciphering features or building learning corpora can become a tedious task.

We work in a multilingual context and aim at distinguishing expert and non expert medical documents in different languages (French, Russian, Japanese, English). To ease this task, we propose to use a small set of features, which would be easy to define and to apply to any new language or domain. Assuming that content and style of documents represent the context of their creation and usage12 (i.e., addressee, aim when creating a document), we propose to set features at the stylistic level. They are defined on the basis of source corpus and then applied to the target corpus. Languages and domains of these two corpora are different. The purpose of this work consists in selecting a small set of features and applying them through machine learning algorithms.

Material

We distinguish source and target corpora. Source corpus contains documents on diabetes in Russian, target corpus contains documents on pneumology in French. The source corpus has been built through general Russian-speaking search engines (www.google.ru, www.yandex.ru, www.rambler.ru, www.aport.ru) which were queried with keywords related to diabetes and diet (diabetes and diet). The distinction between expert and non-expert documents has been made manually, by a non expert medical evaluator. Webpages for French corpora have been detected through the specialised search engine of the CISMeF portal. Referenced documents are indexed by librarians with MeSH which allows to reach documents related to a specific medical area. We used keyword pneumologie (pneumology) when querying CISMeF. For the distinction between expert and non expert
documents, we used type de ressource (resource type) annotations proposed by this portal. This annotation can have various values (i.e., course material, guidelines, information for patients). We grouped relevant ones into two aimed categories: expert and non expert.

On the basis of the collected URLs we downloaded their content with the wget tool. Documents are originally encoded with different character sets (i.e., win1251, iso-8859-5, koi-8r, iso-latin1). When possible, they were converted to a common encoding utf8. Documents are available in text and HTML formats.

Table 1 indicates size and composition of studied corpora:  $S$ stands for number of sources, $D$ for number of documents and $O$ for number of occurrences in each corpus. French corpus contains more documents but they have been collected on fewer number of sites. This is certainly due to the current Internet situation for these languages: in French some sites are specialised in providing health information, while in Russian such documents are spread over the web. Moreover, we can observe a difference between sizes of expert and non expert corpora: non expert corpus is bigger in Russian, while expert corpus is bigger in French. These corpora are used by machine learning algorithms during learning and test steps.

<table>
<thead>
<tr>
<th></th>
<th>Russian</th>
<th></th>
<th>French</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$S$</td>
<td>$D$</td>
<td>$O$</td>
</tr>
<tr>
<td>Expert</td>
<td>21</td>
<td>35</td>
<td>116,000</td>
</tr>
<tr>
<td>Nexpert</td>
<td>52</td>
<td>133</td>
<td>190,000</td>
</tr>
<tr>
<td>Total</td>
<td>69</td>
<td>168</td>
<td>306,000</td>
</tr>
</tbody>
</table>

Table 1: Expert and non expert corpora in Russian and French languages.

Methods

We use several machine learning algorithms (Naive Bayes, J48, RandomForest, OneR and KStar) in order to compare their performance and to test the consistency of the established set of features. The main challenge of the method relies on the universality of proposed features defined on the basis of the source corpus and then applied to the target corpus, both composed of documents related to different domains and languages.

Feature selection

Stylistic features have emerged from a previous contrastive study of expert and non expert corpora in Russian\textsuperscript{13}. Use of lexicometric and NLP tools (Lexico3 and Unitex) permitted to discriminate them. For the current work, we selected a set of 14 features related to the document structure, personal pronouns, punctuation marks and uncertainty.

Document structure and layout. Among HTML tags used for the structuring and layout of documents we discriminated tags for displaying: images $<$img$>$, tables $<$table$>$, lists $<$ul$>$ and $<$ol$>$, hypertext links $<$a$>$, italic $<$i$>$ and bold $<$b$>$ text. Among these structural features, $<$img$>$, $<$table$>$ and $<$a$>$ appear to be specific to non expert, and $<$ul$>$, $<$ol$>$, $<$i$>$ and $<$b$>$ to expert documents.

Personal pronouns. The general assumption with personal pronouns is that they are specific to non expert documents. Indeed, in these documents, authors are expected to address directly their addressees, while scientific documents should remain impersonal. We studied four pronouns: $1^{st}$ and $2^{nd}$ singulars, and $1^{st}$ and $2^{nd}$ plurals. They are all specific to non expert documents. When some of these pronouns occur in scientific documents their use is related to direct citations, i.e. questions which would be asked to patients.

Punctuation marks. Punctuation marks can reflect the complexity of sentences (comas, dots, colon, semicolon, parentheses, etc.), give indication on emotions (question and exclamation marks), introduce citations (quotation marks), etc. We take into account question and exclamation marks, which are specific to non expert documents.

Uncertainty modality. Russian uncertainty modality $\delta b/y$ (by/) and French conditional modality of verbs (both being close to English auxiliar verbs should, would and could) are supposed to be specific to non scientific documents.

Evaluation

Learning and test are performed on independent corpora, composed of respectively 66% and 33% of the whole corpus collected. Evaluation is done through the precision, recall, F-measure and error rate.

Results and Discussion

We used the set of 14 stylistic and structural features and Weka\textsuperscript{14} (Waikato Environment for knowledge analysis) tool for providing the machine learning algorithms. We used its default parameters for five algorithms (NaiveBayes, J48, RandomForest, OneR and KStar) representing different families of classifiers.

Quantitative evaluation

Corpus in Russian, composed of 168 documents, has been split into two independent subcorpora: learning corpus (66%: 110 documents) and test corpus (33%:...
Among the most efficient algorithms, we notice J48, RandomForest, provides better categorisation. Again, the size of corpora seems to impact the results: RandomForest are close to those of the selection of only one rule, produced results which (generated the most competitive results for both categories RandomForest learning and 91 for test). Two remaining algorithms, NaiveBayes and, based on the selection of only one rule, produced results which are close to those of RandomForest. Error rate is important with NaiveBayes and KStar. Here again, the size of corpora seems to impact the results: scientific corpus, which is larger than non expert corpus, provides better categorisation.

Among the most efficient algorithms, we notice J48, RandomForest and KStar for Russian; and RandomForest for French. NaiveBayes shows low performance in both corpora.

**Qualitative evaluation**

We present and discuss the following issues: generated language models, errors common to different algorithms, analysis of an ambiguous Russian document and suitability of proposed cross-language features.

**Language model.** Language models generated by OneR and J48 have been analysed. OneR selects one (best) rule in each corpus. In our experiment, this algorithm selected hypertext link  tag in Russian and 2nd plural pronoun in French. These features allow to produce nearly the best results in the target corpus (French), while in Russian this algorithm is the least competitive.

The model produced by J48 in Russian selects hypertext link  tag together with 1st singular pronoun  (I), italic characters (tag <i>), lists (<ol>) and table (<table>) tags. On French corpora, J48 selects the following five features: 2nd plural pronoun,  tag, 2nd singular pronoun,  tag and exclamation mark. J48 is one of the most suitable algorithms in Russian but it shows moderate performance in French. Only two of the selected features are common to both corpora:  tag and  tag.

As noticed, relevance of this set of features has been first tested with lexicometric tools on Russian corpus. Current work allows to better weight and compare their performance in both source and target corpora. Like in a previous study, the present results indicate that even a reduced set of features can be adequate for text categorisation, for instance for making distinction between expert and non expert documents. Surprisingly, several relevant features are related to the HTML tagging of documents, which suggests that categorisation of web documents should be based on textual as well as on non textual criteria. According to the theory of genres, this observation emphasizes the importance of documents’ layout, typography and intertextuality when analysing them according to their genres and discourses.

**Analysis of errors common to various classifiers.** J48 algorithm generated 17 wrong categorisations in Russian and, among them, six are also wrongly categorised by other applied algorithms. Among these 6 documents:
- 4 have been manually labelled as non expert while the automatic system assigns them to the expert category;
- 2 documents have been considered as ambiguous

<table>
<thead>
<tr>
<th>Method</th>
<th>Expert</th>
<th>Non expert</th>
<th>Err</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>F</td>
</tr>
<tr>
<td>NBayes</td>
<td>93</td>
<td>36</td>
<td>52</td>
</tr>
<tr>
<td>J48</td>
<td>81</td>
<td>83</td>
<td>82</td>
</tr>
<tr>
<td>RandomForest</td>
<td>87</td>
<td>81</td>
<td>84</td>
</tr>
<tr>
<td>OneR</td>
<td>83</td>
<td>87</td>
<td>85</td>
</tr>
<tr>
<td>KStar</td>
<td>85</td>
<td>74</td>
<td>79</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Evaluation of algorithms on Russian corpus

<table>
<thead>
<tr>
<th>Method</th>
<th>Expert</th>
<th>Non expert</th>
<th>Err</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>F</td>
</tr>
<tr>
<td>NBayes</td>
<td>43</td>
<td>83</td>
<td>57</td>
</tr>
<tr>
<td>J48</td>
<td>83</td>
<td>42</td>
<td>56</td>
</tr>
<tr>
<td>RandomForest</td>
<td>83</td>
<td>42</td>
<td>56</td>
</tr>
<tr>
<td>OneR</td>
<td>43</td>
<td>25</td>
<td>32</td>
</tr>
<tr>
<td>KStar</td>
<td>70</td>
<td>58</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Evaluation of algorithms on French corpus
when manually categorising them and even excluded from the Russian corpus during the previous work on definition of the set of features. In the current work, these documents were part of the test corpus.

This observation suggests that some documents may be ambiguous when categorising them through a manual or automatic process. Moreover, this observation indicates that discourse distinction between expert and non expert document is set on a continuum axis, and that there is no dichotomy between them.

Analysis of an ambiguous document. As noticed, during the manual categorisation of Russian documents, some of them presented some difficulty and have been excluded from corpus because of the diversity of expert and non expert features they contained. Figure 1 presents such a document:

- This document contains the following expert features: (1) its layout, (2) presence of title, (3) its location in a medical portal within the directory Information for health professionals together with scientific papers, (4) mention of authors and of their institutions, (5) presence of the watermark Информация для специалистов (Information for experts).
- This document presents the following non expert features: (1) presence of colour image, (2) use of 2nd singular pronoun and of imperative forms of verbs. The use of pronouns is due to the fact that this document is a guideline entitled Диабет и алкоголь у подростков (Diabetes and alcohol and teenager) written for teenagers with diabetes, where advises are written with 2nd singular pronoun, certainly so that young people feel more concerned with this guide.

We applied the categorisation system to this document. Three classifiers (NaiveBayes, RandomForest and OneR) categorised it as non expert, and two classifiers (J48 and KStar) as scientific. Such results are interesting as they again highlight the real difficulty to assign some documents to discourse related categories. As noticed, this difficulty can appear with both manual and automatic approaches. Thus, when several methods are applied, their voting can be used to help the decision making about the document category.

Suitability of the proposed features. The proposed reduced set of features contains 14 criteria related to the document structure, personal pronouns, punctuation and uncertainty marks. Obtained results seem to indicate that these stylistic features are suitable for the categorisation of documents according to their discourse (expert and non expert). Indeed, their application to target corpus shown promising performance, although the source and target corpora are composed of documents in different languages and from different medical domains. On the basis of this experience, we assume that the proposed features may be indeed used through various languages and domains. Moreover, they are easy to adapt to a new language. But their application in new corpora has to be verified. One of the limitations of these features is that some of them remain specific to HTML documents.

Conclusion and Perspectives

We have presented an experiment on automatic distinction of expert and non expert webpages. Learning algorithms and a set of 14 stylistic features have been used. Features have been acquired on source corpus (Russian language, diabetes related topic) and then applied to target (French language, pneumonology related topic) and source corpora. The cross-domain and especially cross-language aspect of features seems to be a new issue in the text categorisation area.

Evaluation results show that, in our experiment, decision tree algorithms J48 and RandomForest are the most suitable for the categorisation of documents as expert and non expert. They generate the best results in target corpus (up to 87% precision and 81% recall), and for the expert category in source corpus (83% precision and 42% recall). Their performance with scientific documents from source corpus is less
competitive, which is certainly due to the small size of this corpus. But KStar algorithm provides 90% precision and 93% recall for this category in Russian. As noticed, results depend on the size of learning corpora: in Russian, the non expert corpus is bigger and produced results are better for this category. In French, the situation is inverted: expert corpus is bigger and results produced for this category are better. This can be explained by the fact that larger corpora contain more various, and possibly exhaustive, data: the acquired learning model will be more complete. For this reason, it would be interesting to apply the system to a larger collection of documents and to confirm the efficiency of the acquired language models. But we can consider these results as promising, especially as documents are extracted from various websites and learning and test are performed on independent data.

The results obtained seem as well to indicate that the proposed stylistic features are suitable for the categorisation of documents according to their discourse: their application to target corpus shown promising performance, although the source and target corpora are composed of documents in different languages and describe different medical topics. Nevertheless, it could be interesting to apply other linguistically motivated criteria, for instance detection of argumentation or of simple stopwords. The WEKA’s automated feature selection can also be used for this purpose.

We observed the existence of ambiguous documents which are difficult to assign to any of the two categories, and noticed that expert and non expert categories are set on a continuum axis and should not be considered as opposite categories. Use of various classifiers and their voting can be an interesting approach for the detection and possible categorisation of such ambiguous documents.

We assume that an enhancement to the used algorithms can be achieved in the future through their tuning or through the feature selection. Moreover, the obtained results can be improved by distinguishing more specific categories of documents (i.e., cook recipes, articles, food recommendations within non expert category). Given the small size of corpora, the n-fold cross-validation would solidify the choice of algorithms.

Additionally, we built an intermediate French corpus composed of documents written for medical students (courses, teaching material). It could be interesting to categorise this material through the proposed language model. It could be also interesting to apply our method to other medical areas and genres, and to compare it with results produced by other approaches.
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