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Abstract

The potentially catastrophic impact of an epidemic specially those due to bioterrorist attack, makes developing effective detection methods essential for public health. Current detection methods trade off reliability of alarms for early detection of outbreaks. The performance of these methods can be improved by disease-specific modeling techniques that take into account the potential costs and effects of an attack to provide optimal warnings and the cost and effectiveness of interventions. We study this optimization problem in the framework of sequential decision making under uncertainty. Our approach relies on estimating the future benefit of true alarms and the costs of false alarms. Using these quantities it identifies optimal decisions regarding the credibility of outputs from a traditional detection method at each point in time. The key contribution of this paper is to apply Partially Observable Markov Decision Processes (POMDPs) on outbreak detection methods for improving alarm function in the case of anthrax. We present empirical evidence illustrating that at a fixed specificity, the performance of detection methods with respect to sensitivity and timeliness is improved significantly by utilizing POMDPs in detection of anthrax attacks.

1 Introduction

The very real threat of bioterrorism has accelerated the critical need for timely detection of outbreaks. As a result, the need for precise modeling and analysis of decisions faced by surveillance systems for providing optimal warnings is becoming more acute. In the particular case of an anthrax attack, delays of hours in making a decision to intervene can lead to hundreds of lives lost [Kaufmann et al., 1997; Wagner et al., 2001] and millions of dollars of additional expenses. Current studies of surveillance systems have demonstrated that a good detection algorithm can discover a disease outbreak before individual cases are diagnosed clinically. However, making a decision as to whether the partial information from a surveillance system reflects a real outbreak, is a challenge. Detection methods generally use a threshold which can be tuned to increase sensitivity. However, improvement in sensitivity usually occurs at the cost of lower specificity, and surveillance systems with low specificity generate many false alarms, which may ultimately be ignored by public health personnel. At a specificity of 0.9, [Buckeridge et al., 2006] show syndromic surveillance detected anthrax outbreaks on average one day before clinical case finding confirmed the outbreaks. This specificity is considered relatively low since it corresponds to 1 false alarm every 10 days.

The sequential nature of the detection problem, the time-criticality of decision making under these uncertain conditions, and the high risk of delays suggest strongly the need for a formal decision model to guide public health responses to the results of detection methods. Examples of decisions raised in response to anomalies in surveillance data include: whether to wait or to collect more data; whether to examine additional information resources; or whether to confirm an outbreak after receiving an alarm.

In this paper, we address precise modeling and analysis of decisions faced by surveillance systems for providing optimal warning of an epidemic. As a specific example we consider anthrax outbreaks. Our approach to this problem is motivated by a principal observation that quantifying the potential costs and effects of an attack and the cost and effectiveness of interventions can be used as important criteria for optimizing the alarm function. We formulate the decision making problem for anthrax outbreak detection in POMDPs [Kaelbling et al., 1998]. In decision theoretic planning, POMDPs are well known as the most realistic model for decision making under uncertainty in dynamic systems. They have been widely proposed in modeling decision making in various domains such as medical decision making, mining engineering, and robotics [Cassandra, 1998]. Our POMDP model of a surveillance system accounts for the normal situation and different states of the attack after anthrax release until the time that an attack can be detected through clinical diagnosis of affected individuals. The result of a detection method is used to provide observations to the POMDP model as noisy information about these true but unobservable states. The POMDP model performs further analysis on these results and optimizes the appropriate strategy to take in response to the output from the detection method. The enhanced detection approach described here can be coupled with any traditional outbreak de-
tection method to optimize the way that the surveillance systems process alarm function.

2 Background

The objective of detection algorithms in public health surveillance systems is to recognize from input data (e.g. medical visits, absenteeism from work, drug consumption), the occurrence of an event such as an epidemic. A detection method may be as simple as comparing the amplitude of the signal with a threshold. If this value is above the prescribed threshold, then the algorithm indicates an alarm for a detected outbreak. The accuracy of a detection method is reported using various ratios such as sensitivity and specificity. Sensitivity is the probability of an alarm given an outbreak, $P(A|O) = \frac{\pi(A, O)}{\pi(O)}$. Specificity is the probability of no alarm given that there is no outbreak, $P(A^-|O^-) = \frac{\pi(A^-, O^-)}{\pi(O^-)}$. Timeliness can be measured by: detection time - time of event onset. Both sensitivity and timeliness of a method are usually improved by adjustment of its threshold and at the expense of specificity.

Popular methods for outbreak detection include simple and exponential weighted moving averages, applied either directly to the data or to residuals obtained by comparing observed data to expected data [Thacker, and Berkelman, 1998; Box, and Jenkins, 1976; Reis and Mandl, 2003]. A fundamental challenge of detection systems is that if we increase the sensitivity of the system and improve the timeliness of detection, then the number of false alarms will increase. Unfortunately, these systems have low sensitivity during the first few days after a release of anthrax [Reis et al., 2003; Buckeridge et al., 2006].

3 Partially Observable Markov Decision Processes

In this section we review the POMDP framework and illustrate solving sequential decision problems in POMDPs. Formally, a POMDP is defined by the following components: a finite set of hidden states $S$, a finite set of actions $A$, a finite set of observations $Z$, a transition function $T : S \times A \times S \rightarrow \{0, 1\}$, such that $T(s, a, s')$ is the probability that the POMDP agent will end up in state $s'$ after taking action $a$ while in state $s$, an observation function $O : A \times S \times Z \rightarrow \{0, 1\}$, such that $O(a, s', z)$ gives the probability that the agent receives observation $z$ after taking action $a$ and reaching state $s'$, an initial belief state $b_0$, which is a probability distribution over the set of hidden states $S$ and a reward function $R : S \times A \times S \rightarrow \mathbb{R}$, such that $R(s, a, s')$ is the immediate reward received when the agent takes action $a$ in hidden state $s$ and ends up in state $s'$. Additionally, there can be a discount factor, $\gamma \in (0, 1)$, which is used to give less weight to rewards received further in the future.

3.1 Solving POMDPs

The goal of a POMDP agent is to find a long term plan or policy for acting in such a way as to maximize the total expected reward received. The best such plan is called an optimal policy or an optimal solution for the POMDP. The agent in a POMDP does not have knowledge of the hidden states, it only perceives the world through noisy observations as defined by the observation function $O$. Hence, the agent must keep a belief state $b$, which is a vector of length $|S|$ specifying a probability distribution over hidden states. The elements of this vector, $b(i)$, specify the conditional probability of the decision making agent being in state $s_i$, given the initial belief $b_0$ and the history (sequence of actions and observations) experienced so far. After taking action $a$ and receiving observation $z$, the POMDP agent updates its belief state $b'$ using Bayes’ Rule:

$$b'(s') = \frac{P(s'|b, a, z)}{P(z|a, b)} = \frac{O(a, s', z) \sum_{s \in S} b(s) T(s, a, s')}{P(z|a, b)}$$

A policy is a mapping from the continuous space of all possible beliefs to actions, $\pi : B \rightarrow A$. The amount of total expected reward that a decision maker can accumulate over its lifetime following a policy $\pi$ is called the value function of $\pi$. Most POMDP algorithms are based on estimating a value function. A value function $V^\pi$ of the policy $\pi$ defines the value for each belief state under policy $\pi$. The optimal value $V^* (b)$, assigned to each belief state $b$, is the expected value of the total reward the agent can obtain in the future, given that its starting point is $b$. The optimal policy $\pi^*$ in particular is the one that maximizes the total expected future reward:

$$\pi^*(b) = \arg \max_{\pi} E \left[ \sum_{t=0}^{\infty} \gamma^t r_{t+1} | b \right]$$

Finding optimal policies for POMDPs is generally difficult. The problem is that there are an infinite number of belief states $b$, so solving the above equation in exact form is very difficult. Recently, algorithms have been proposed which take advantage of the fact that, for most POMDP problems, a large part of the belief space is not experienced by the POMDP agent and the actual belief states have a sparse probability distribution. Such approaches, which are known as point-based methods [Pineau et al., 2003], consider only a finite set of belief points and plan for those points only. These algorithms have been used to solve POMDP problems that are orders of magnitude large or more difficult than the problems solvable by exact solution methods.

4 POMDP Anthrax Detection

The epidemic curve for anthrax by days after exposure is assumed to be $< 1$ day, 0% of cases; 1 day, 5%; 2 days, 20%; 3 days, 35%; 4 days, 20%; 5 days, 10%; 6 days, 5%; and 7 or more days, 5% [Messelson et al., 1994; Benenson et al., 1995]. The mean time for clinical detection of anthrax is estimated to be between 3-4 days following a release of 0.1 kg of anthrax spore in an urban area [Adamou et al., 2006] and [Buckeridge et al., 2006]. Therefore, if a surveillance system takes longer than 3-4 days to detect an outbreak, then the system may not be very helpful. There is always a small probability of starting an outbreak. In a normal situation (no outbreak) we assume a probability of an attack $P = 0.01$. We use this prior knowledge in the transition
function of the model which is discussed later in this section. Here we build the model and its parameters based on expert opinions, and the results from simulation studies in the literature for anthrax attacks. Figure 1 depicts the POMDP model we designed for this problem.
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**Figure 1:** The POMDP model for anthrax outbreak detection.

The economical impact of an attack used in our POMDP model is based on the analysis reported in [Kaufmann et al., 1997]. Figure 2 shows the cumulative economic impact of a large release of aerosolized B.anthracis created from this analysis. The authors considered the impact of an attack on a suburb of a major city, with 100,000 people exposed in the target area. In their calculations, they considered costs of deaths, the costs of hospitalizations, and the costs of outpatient visits. The rewards and costs are related to:

- Cost of a single false positive and false negative;
- Cost of intervention (depends on the population size, cost per person, and implementation time);
- Cost of a single day delay;
- Detection benefit = the number of death × future earnings + number of hospital days × cost of 1 hospital day + number of outpatient visits × cost of 1 outpatient visits intervention costs;
- Intervention costs = cost per person × number of cases seeking care
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**Figure 2:** The estimate of accumulative preventable loss for detection of anthrax per day after a release.

### 4.1 Model Parameters

- **The state space:** we propose to consider a state space consisting of six states: NoOutbreak, Day1, Day2, Day3, Day4, and OutbreakDetected to reflect the assumption that an outbreak will be detected clinically within 5 days.

- **The action space:** we consider 4 possible strategies available at each time. These are declare an outbreak as a safe but very expensive option; a somewhat cheaper option of more systematic studies to gather extra information from external sources (for example more patient files in emergency departments); more investigation can take up to a few hours of a human expert to review carefully data already in hand; and the last option is not to do anything and wait. The space of actions is based on standard strategies in epidemiology [Gregg, 1996] and discussions with epidemiologists.

- **The observation space:** at each instant of time (a day), we perceive observations from a detection method which reflect an alarm condition. These observations which are dependent on the underlying state of the model are some informative statistics output from detection algorithm. The output of a detection system includes a sequentially updated probabilistic assessment of the threats being monitored. The distribution of p-value, one-step-ahead daily forecast of respiratory syndrome counts, and cumulative sum for detection of positive deviation in the forecast residuals are commonly available assessments in detection algorithms. In this model, we have considered two observations, suspicious and non-suspicious to reflect the binary output received from a detection algorithm.

- **Transition functions:** at any state of the model we assume that if the controller chooses to confirm an outbreak, then it returns to the NoOutbreak state. There is a small chance of moving to the first day of an attack from the NoOutbreak state under any action. We consider the probability of \( P = 0.01 \) for this case. The transition through consequent days of an outbreak by choosing to wait is performed naturally. A systematic study may take 1 day to give some probability of an attack and the investigation option takes only a few hours of a human expert. Human decision makers are subject to biases that lead to suboptimal decisions, especially when they are dealing with rare events, uncertainty, and high cost options. Therefore, the systematic study and the investigation options can reduce the uncertainty about the state of the outbreak by only a small amount. This amount increases as the the outbreak progresses. After comprehensive discussions with domain experts we decide to consider an extra 10 percent sensitivity for the investigation action and an extra 30 percent sensitivity for the systematic study. This means that the probability of the attack being detected after an investigation on day 1 will be 0.1 and after systematic study this would be 0.3.

- **Observation functions:** as the outbreak progresses the detection method provides more reliable information on whether or not there is an outbreak. At any outbreak state, for defined observation suspicious, the observation function is defined by the sensitivity of the detection method used. For the second observation the noise is defined as \( 1 - specificity \) at normal states.

- **Reward-Cost functions:** There is a reward/cost associated with each action at each underlying state of the system. In the NoOutbreak state, if we choose not to
do anything, we do not incur any cost. For other situations we use previous studies modeling anthrax [Braithwaite et al., 2006; Kaufmann et al., 1997] to incorporate more realistic information to the model. We have used the difference between preventable losses in each day and in the consecutive day presented in Figure 2 as the reward for declaring an outbreak on each day of the outbreak. For the investigation option we have assumed that it takes almost half a day to perform this action. Therefore, in this case we assigned half of the reward for transiting to outbreak detected states from each day of the outbreak. We also assumed that a systematic study takes one day to perform. Therefore, we consider the reward of the next day for transiting to outbreak detected state up on taking this action. The penalty of not detecting the outbreak and transition to the next state of the outbreak is determined by the corresponding loss at that state. There is a penalty equal to treatment expenses for maximum number of people seeking care, for choosing to confirm an outbreak from a clear states. In computing the number of people seeking care and number of deaths, we considered a population of 100,000 exposed, as in [Kaufmann et al., 1997]. The authors modeled the costs and benefits based on clinical and experimental findings with respect to the disease progression and treatment options.

4.2 Related Work

We note that [Das et al., 2004] previously suggested the use of POMDP belief states for a decision to signal an alarm in surveillance systems. However, the authors did not explain the design of the model components including the reward function which motivates the progression of POMDP solution methods. A simple 2-3 state POMDP introduced by the authors can not explain the status of a surveillance system under different diseases. Clearly, the reward function and the state space definitions are domain dependent factors and have to be estimated carefully for the disease monitored by the surveillance systems. Probabilistic graphical models also have been suggested in other related work in detecting epidemics. [LeStrat et al., 1999] proposed detecting epidemic and non-epidemic phases of influenza by HMMs using a mixture of Gaussian distributions. [Rath et al., 2003] also proposed using a 2-state HMM, where non-epidemic rates are modeled with an exponential distribution, and epidemic rates with a Gaussian distribution.

5 Empirical evaluations

In our experimental setup we used a moving average method, applied to residuals from a time-series model, to provide the observation for the POMDP model. In this approach, the response strategy at any point in time is derived from the policy obtained from solving the POMDP model described in Section 4. This response is the one with minimum expected amount of costs and maximum expected amount of possible rewards. The exact solution methods were unable to solve this POMDP. We have used a point-base approximation method introduced in [Izadi et al., 2006] to solve this POMDP in a few seconds.

Figure 3 and Figure 4 summarize our experimental results utilizing the POMDP model. These figures illustrate the comparison between the moving average model with POMDP approach and the moving average alone. We considered two different scenarios based on the size of the outbreak: attacks that resulted in 10 additional visits and the ones that resulted in 20 additional visits. The sensitivity of standard detection methods increases with the growth of the size of the outbreaks. We considered a fixed specificity of 0.97 for all cases in both scenarios. In our experiments, we measured the sensitivity of both approaches in different days of the outbreaks. The results for the moving average method alone were extracted from the results in [Reis et al., 2003]. The results reported for the case of POMDP are based on averages of 10 independent runs of the POMDP generative model over 5000-day time period. Over this period, we examined 257 outbreaks on average.

Figure 3: The timeliness of anthrax outbreak detection method with and without using POMDPs: sensitivities during different days of the outbreak for attacks that resulted in 10 additional visits.

Figure 4: The timeliness of anthrax outbreak detection method with and without using POMDPs: sensitivities during different days of the outbreak for attacks that resulted in 20 additional visits.

The timeliness of different approaches with respect to the actual days of the outbreak as shown in the figures 3 and 4, confirms the improvement achieved by using POMDPs. All outbreaks were detected by our approach prior to the fourth day of the attacks when the size of the outbreak was larger (day 4 in Figure 4). Of course not all outbreaks are detected by the moving average methods at the specificity equal to 0.97 up to day 4. In the case with 10 additional visits, prior to day 4, the moving average method can only detect the out-
breaks that can be detected on day 1 with the POMDP approach. The POMDP approach yielded much higher sensitivity for both outbreak sizes, resulting in much better overall performance.

6 Conclusion and future work

The events surrounding an outbreak due to bioterrorism will unfold rapidly. The public health response must be formalized in advance of an attack into a decision policy that can be applied without bias or delay during a crisis. In this paper, we discussed the development of an optimal surveillance alarm function for an anthrax outbreak. The empirical evaluation of our approach shows dramatic improvements over traditional outbreak detection methods. Our promising results suggest further directions for research, including consideration of outbreaks due to other diseases. Infectious threats such as SARS and human H5N1 influenza infections have prompted the development of detection systems that respond in a timely way to emerging epidemics, allowing authorities to respond at the earliest possible stage. Worldwide developments concerning biological weapons and terrorism are driving forces for improving public health surveillance and outbreak response. It is worth mentioning that our approach applies not only to surveillance for outbreaks caused by terrorists, but also to naturally occurring outbreaks both in the community and in hospitals. In future work, we intend to apply our proposed model to routinely encountered infectious diseases such as influenza. Working with more frequent threats such as water contamination or influenza makes this application potentially useful for routinely encountered public health problems.
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